Editor’s Note: This article contains several terms that not all readers will
understand. Therefore, we added at the end a small glossary of the terms
we felt were the most challenging.

Introduction

With every novel technology, exploitable vulnerabilities will
arise. Adversaries will attempt to undermine integrity and
further their own agendas through opportunistic exploita-
tions. In the world of artificial intelligence development, one
potential vulnerability and avenue of subversion is the use
of adversarial noise against trained, structured data. This ad-
versarial noise, also known as noisy data, has the potential to
shape future operational readiness postures, or even conflict
itself, in unprecedented ways. If unleashed against military
data corpora and associated large language models (LLMs),
adversarial noise will undoubtedly create dissonant ramifi-
cations in operational spaces. Specifically, these attacks will
affect servicemembers’ individual and collective narratives,
sentiments toward organizational trust, and overall cognitive
security, thus jeopardizing readiness. This article will highlight
the threat adversarial noise poses to the psycho-cognitive
states of servicemembers and their organizations through
malinfluence and manipulation.

Impact on Individual Narrative

While the idea of cognitive operations is relatively novel in
U.S. military thought circles, threat actors have long targeted
the cognitive domain.! The difference between past and future
tactics is the rapid advancement of technology, particularly
the propagation of information and communication technolo-
gies and artificial narrow intelligence. According to a research
team affiliated with Stanford, senior governmental decision
makers are increasingly using LLMs to devise strategies and
solutions in both war and policy.2 This logically extends to ser-
vicemembers, who use civilian and military artificial narrow
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intelligence applications for everyday tasks. Despite assur-
ances of security, vulnerabilities exist in the architecture of
the corpora and models, all of which are exploitable.?

Just as the logical layers of LLMs are vulnerable to informa-
tion attacks, the persona layer of information and communi-
cation technologies, including LLMs, is likewise vulnerable.
It is important to note that even the construction of LLMs
can be over-anthropomorphized and over-biased, potentially
leading to inherent dark patterns. These dark design patterns
can be emotionally and psychologically misleading to users,
providing an example of susceptibility to narrative influence
via prompting (also known as influence warfare). According
to Dr. Ajit Maan, a defense and security strategist, “narratives
are about meaning, not necessarily about the truth”.* In other
words, a narrative is a meaning-generative mechanism that
composes individual and collective identity through experi-
ence, information transfer, and the search for knowledge.®

Artificial narrow intelligence now represents a figurative
fountain of knowledge, as it is practical, mundane, and eas-
ily accessible. Military-specific GPTs (generative pre-trained
transformers)—such as CamoGPT—are a go-to for informa-
tional needs. LLMs enable the acquisition of this knowledge
and facilitate the construction of meaning for both civilians
and military members.® Reliance on GPTs should be cau-
tioned, however, as recent research from OpenAl, Inc., an
American artificial intelligence research organization, shows
a likely developing correlation between users’ socioaffective
alignments and increased anthropomorphizing of artificial
narrow intelligence tools, risking the development of an
artificial dependence on the technologies.” In other words,
increased affective use of artificial narrow intelligence tools,
such as LLMs and GPTs, will influence both emotional and
psychological states of users.?



States of data are equally as important as user states of
being. Corrupting the trained states of artificial narrow in-
telligence algorithms and LLM models with adversarial noise
can introduce artificial intelligence hallucinations, including
the dissemination of misleading or malicious information.
A very similar tactic has been used by a Russian content ag-
gregator affiliated with the News.ru network to target social
networks in their digital areas of influence.’® If unleashed on
military data corpora, this can undermine the logical, foun-
dational layers of future operations.'® For example, military
users may consume output corrupted by artificial intelligence
hallucinations which will effectually degrade knowledge man-
agement, meaning construction, and core narratives over
time.! Furthermore, this process would elicit biases in the
consumer population of military personnel, triggering skep-
ticism in their host organization or mission. These effects
will negatively influence members’ narratives and increase
cognitive dissonance in operations.*?

Impact on Organizational Trust

Subjective experience and directive output dictate the
formation of organizational trust. LLMs can enable the ini-
tial composition of organizational narratives by propagating
prompted information, ranging from systemic guidance to
intelligence summaries. Attacking the organization’s knowl-
edge management core (i.e., data corpora and LLMs) could
delegitimize the authoritative structures (i.e., military leader-
ship) and negatively influence perceptions of and sentiments
toward the organization (i.e., trust).®* Undoubtedly, this would
damage the operational climate, which in turn would affect
servicemembers’ morale.*

Data corpora and LLMs serve as the initial bridge to the in-
dividual and collective belief-trust substrate.® If adversarial
noise corrupts an organization’s knowledge core (i.e., data
corpora, GPTs, and LLMs), the resulting processes would con-
tradict information reflected from the organization’s mission
narrative.'® This LLM poisoning could trigger disbelief in the
collective narrative, weakening both individual morale and
organizational trust. Chatbots could even be used to amplify
further adversarial noise in the form of malign information
across information and communication technologies ar-
chitecture, infiltrating social networks frequented by U.S.
servicemembers.'” The resulting narrative engagement on
social media would enable adversarial cognitive maneuver,
exemplifying the use of malinfluence to engage and manipu-
late individual and collective biases for effectual motives and
resulting in cognitive posturing of a targeted population.®
Combinations of artificial narrow intelligence data poisoning
and cognitive maneuver will enable adversaries to destabilize
trustworthiness in military operations and associated com-
munities using weaponized misinformation.®

Impact on Cognitive Security

Historically, adversaries have manipulated psychological
states of targeted populations (both military and civilian)
through information operations and active measures to
achieve an operational advantage. Now, this focus will ex-
pand to target not only psychological states, but also certain
cognitive states, primarily learning and perception.? After
influencing narratives and eroding organizational trust, ad-
versaries will certainly leverage adversarial noise to engage
cognitive centers of gravity, notably those centers directly
tethered to and reinforced by artificial narrow intelligence.?
They will seek to manipulate and undermine military LLM-
and artificial narrow intelligence-powered centers of knowl-
edge, thus corrupting the informational engines of thought
and dialogue.? Military education institutions and knowledge
bases will undoubtedly be prime targets in the fight for an
information advantage.

Refined algorithms could penetrate security layers and inject
adversarial noise into data corpora used to enrich military ed-
ucation and inform military operations.?®* Conjunctively, threat
actors will leverage botnets to push amplified adversarial
noise across information and communication technologies
architecture and to seed malign information (e.g., disinfor-
mation) via social media channels to overwhelm audiences
cognitively.?* Promotion of mass skepticism in military ed-
ucational systems would result in the creation of cognitive
dissonance, further delegitimizing authority. The adversary
thus achieves his goal of internal negation, sowing civil-po-
litical discord amongst military populations via database poi-
soning from within.? Ultimately, these technological actions
will subvert and degrade the status of the military’s cognitive
security at micro- to macro-levels.

Conclusion

The use of adversarial noise to poison data corpora and
manipulate the cognitive states of military members and or-
ganizations is not simply a hypothetical threat scenario but
is rooted in actual occurrences. Individual and collective nar-
ratives, organizational trust, and cognitive security postures
are vulnerable to the effects of artificial narrow intelligence-fa-
cilitated information manipulation and malinfluence. The
injection of adversarial noise into data architectures and
models, hallucinations from poisoned data, and increased
dependency on compromised artificial narrow intelligence
can result in drastically ordered effects on readiness posture
at both personal and organizational levels if left unchecked.
Until more stringent information and cognitive security mea-
sures are emplaced and more effective research practices
materialize, these vulnerabilities will severely impact opera-
tions on the competition-conflict spectrum across the cog-
nitive domain.
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